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Abstract

Until the last couple of decades, research on speech acqui-
sition generally assumed that infants were born with innate
knowledge of a universal set of phonetic features that occurred
across all the world’s languages and that learning one’s native
language involved selecting the appropriate subset from this
broader group. Over the last two decades, this account has
given way to the idea that speech sounds are learned via gen-
eral learning mechanisms. Statistical clustering models have
become the most common way to explain how infants learn
the sounds of their language. Over the first few months of
life, infants go from being able to discriminate the sounds of
all languages, to perceiving speech sounds in a way that is in-
creasingly honed to their native language. However, recent
empirical and computational evidence suggests that purely sta-
tistical clustering methods may not be sufficient to explain
speech sound acquisition. The present study used discrimina-
tive, error-driven learning, an implementation of the Rescorla-
Wagner model, to model early development of speech percep-
tion. Expectations about the upcoming acoustic speech signal
were learned from the surrounding speech signal, with spec-
tral slices from a spontaneous speech corpus as both inputs
and outputs of the model. After training, the model was tested
on vowel and fricative continua. The model was able to dis-
criminate both the vowels and the consonants, with decreas-
ing activation along the continuum for steps further away from
the target sounds. Inspection of cue weights showed that both
the vowels and the fricatives were discriminated based on cues
in the expected spectral frequency ranges. Vowel discrimina-
tion occurred in the frequency bands corresponding to vowel
formants; fricative discrimination occurred in the lowest fre-
quencies corresponding to presence versus absence of voic-
ing. These results suggest that a discriminative error-driven
approach may provide a viable alternative to statistical cluster-
ing for modelling early infant speech acquisition.
Keywords: error-driven learning; discriminative learning; sta-
tistical learning; Rescorla-Wagner model; speech acquisition;
first language acquisition

Introduction
One of the key questions in speech perception research is how
human speech perception becomes specialised for the spe-
cific language(s) in the learner’s environment. In the 1970s,
and even up to the 1990s, many researchers assumed that in-
fants were born with innate knowledge about the sound units
of language. Language was thought to be too complex to
be learned through general learning mechansims and so in-
nate neural functions were proposed that were specialised for
speech sounds (e.g. Eimas & Corbit, 1973).

Recent decades have seen a shift in thinking regarding both
the ability of infants to learn from their environment through
general learning mechanisms and, relatedly, the ability to

learn from a variable acoustic signal, rather than a set of
discrete units. Statistical (or distributional) learning models
in particular are now arguably the dominant models of lan-
guage acquisition. Yet recent research has raised the question
of whether purely statistical models can adequately account
for speech acquisition. We present an alternative account of
how listeners can learn from the distribution of information in
speech: through error-driven learning of the acoustic signal.

According to statistical learning models, listeners keep
track of the frequency of occurrence of events in their envi-
ronment (Saffran, Aslin, & Newport, 1996; Maye & Gerken,
2000). In the case of speech sounds, listeners are thought to
keep track of acoustic cue values, which form clusters around
the peaks of distributions (Maye & Gerken, 2000; Maye,
Werker, & Gerken, 2002). Based on how many clusters occur
for the various acoustic cues, listeners learn how many speech
categories occur in their language. Discriminative cues form
at least two clusters, such as short and long voice onset time
in English (e.g. /b/ vs. /p/), while non-discriminative cues
form only one cluster, such as pharyngealisation in English.1

Statistical learning models have been highly successful in
suggesting a possible mechanism by which learners could
learn their language from the input. This has likely been
one of the major contributing factors in the transformation in
thinking regarding the learnability of language. Yet, despite
their successes, recent empirical and computational evidence
suggests that purely statistical models may not be able to ac-
count for speech sound acquisition (Baayen, Shaoul, Willits,
& Ramscar, 2016; Feldman, Griffiths, Goldwater, & Morgan,
2013; McMurray, Aslin, & Toscano, 2009; McMurray & Hol-
lich, 2009; Nixon, 2020; Soderstrom, Conwell, Feldman, &
Morgan, 2009).

McMurray and Hollich (2009) argue that behavioural stud-
ies cannot answer the question of whether statistical learning
is the mechanism underlying learning and that computational
modelling is essential for addressing this question. Compu-
tational models have exposed a number of challenges for sta-
tistical models in explaining first language speech sound ac-
quisition. For example, clustering algorithms without com-
petition fail to converge on the right number of categories
(McMurray et al., 2009). If phonemes are taken to be the

1Pharyngealisation discriminates consonants and vowels in a
number of languages, including Arabic (e.g. Mohamed, 2001)



units that are to be learned, the distribution of tokens in cat-
egories such as vowels is not such that it can be learned
through unsupervised clustering mechanisms, because there
is often too much overlap between categories (Feldman et al.,
2013). Analysis of the time course of effects of statistical
variance on eye movements suggests that the statistical vari-
ance effects are more likely to stem from uncertainty or error
in the system, rather than perceptual learning of statistical dis-
tributions (Nixon, van Rij, Mok, Baayen, & Chen, 2016). In
addition, in the distributional learning paradigm, the greatest
learning results from rare surprising events, as predicted by
error-driven learning models, rather than an equal amount of
learning from all events (i.e. a linear or veridical representa-
tion of the distributions), as predicted by statistical learning
models (Olejarczuk, Kapatsinski, & Baayen, 2018). It has
also recently been demonstrated that speech sound acquisi-
tion involves cue competition and is affected by the predictive
structure of learning events, findings that cannot be explained
by purely statistical models (Nixon, 2020). Together these
findings suggest that it will be necessary to find alternatives
to purely statistical clustering models in order to explain first
language speech sound acquisition.

In the present study, using computational modelling, we
present an alternative account of early infant speech sound ac-
quisition. The model is based on the Rescorla-Wagner learn-
ing equations (Rescorla & Wagner, 1972). The Rescorla-
Wagner model was developed based on decades of re-
search, particularly in animal learning (Pavlovian condition-
ing). Since its publication, it has had a profound impact on
a number of areas of psychology (see e.g. Miller, Barnet, &
Grahame, 1995; Siegel & Allan, 1996, for reviews). Insights
from the model and from error-driven learning theory have
only very recently begun to be applied to language (e.g. Ram-
scar, Yarlett, Dye, Denny, & Thorpe, 2010; Ramscar, Dye, &
McCauley, 2013), yet a wide range of linguistic phenomena
have been successfully modelled using error-driven learning
(Arnold, Tomaschek, Sering, Lopez, & Baayen, 2017; Kap-
atsinski, 2018; Nixon, 2020; Tomaschek, Plag, Ernestus, &
Baayen, 2019; Shafaei-Bajestan & Baayen, 2018).

The model is very simple and there are no hidden lay-
ers. Compared to deep neural networks, which generally
have many hidden layers, this transparency can be considered
an advantage in cognitive science, as the results are gener-
ally more interpretable in terms of cognition. The Rescorla-
Wagner equations and their implementation in the R pack-
age NDL (Arppe et al., 2015) update connection strengths be-
tween present cues and all encountered outcomes. Connec-
tion strength increases between cues and outcomes that are
present during a learning event (or trial). Connection strength
decreases between cues that are present and outcomes that
are not present. For cues that are not present, no adjustment
is made. Outcomes have a maximum connection strength
(here set to the default, 1). The adjustments to cue-outcome
connection strength are a constant proportion of the error be-
tween the current connection strength and either the maxi-

mum connection strength for present outcomes or zero for
absent outcomes (see Nixon, 2020, for a straightforward in-
troduction to the Rescorla-Wagner equations and their appli-
cation in second language speech sound acquisition).

We propose that infants learn by using all available per-
ceptual cues to predict upcoming important outcomes. One
aspect of this process is that infants should learn to use the
acoustic signal to predict upcoming acoustic signal.2 There-
fore, we model the learning of speech as a process of pre-
diction and discrimination of the upcoming signal from the
surrounding acoustic signal itself. We use NDL for training
the corpus. We test the model on discrimination of vowel and
consonant continua.

Method
Training materials and procedure
The model was trained on the Karls Eberhard Corpus
of native German spontaneous speech (KEC; Arnold &
Tomaschek, 2016). The corpus consists of 79 speakers, with
approximately one hour of spontaneous dialogue between
two speakers known to each other (on average 30 minutes
of signal per speaker). Each speaker was recorded in separate
sound-attenuated booth at 44100 Hz.

We trained individual NDL networks for 38 of the speakers
in the KEC. The Rescorla-Wagner learning algorithm takes
discrete cues and outcomes as input and output. Therefore,
the acoustic features that served as cues and outcomes of the
NDL network consisted of discretised spectral slices of the
acoustic signal. The continuous speech signal was divided
into 25 ms windows with 15 ms overlap as is common in
speech processing and machine learning (e.g. Chapaneri &
Jayaswal, 2013). Most information conveyed in speech oc-
curs below 10,000 Hz; therefore, to reduce processing cost,
only frequencies up to 10,200 Hz (49 mel) were included.
To reflect the non-linear perceptual sensitivities of the human
cochlea to spectral change (Allen, 2008), spectral frequencies
were divided into 104 equidistant (approx. 0.47) steps on the
mel scale. For each spectral component (i.e. 25 ms by 0.47
mel cell), the log power spectrum was calculated and rounded
to one decimal place as a measure of amplitude.

Thus, for each 25 ms time step, an amplitude value was
obtained for each 0.47 mel spectral component from 0 to 49
mel. Note that the numerical value of neither the spectral
frequency nor the amplitude was available to the model due
to discretisation. Each spectral component was named ac-
cording to its spectral frequency component and amplitude
values, with each spectral component-by-amplitude combi-
nation simply forming a unique code (e.g. SC12A4 for the
12th spectral component at 344 Hz - 375 Hz / 5.16 mel - 5.63
mel with a log amplitude of 4).

In each learning event, the outcomes were the 104 spectral
components for a single 25 ms window. Cues consisted of the

2This learning process presumably involves all sensory input, not
just acoustic information. But for practical reasons, we restrict our-
selves to the acoustic modality in the present study.



104 spectral components for each of the two previous win-
dows and one following window (104 spectral components ×
three time windows = 312 cues per learning event). Repeti-
tions of identical cues were permitted, if they occurred. Thus,
the model was trained to use low-level acoustic cues to pre-
dict low-level acoustic outcomes.

Training was conducted with a moving window of these
four time steps across the whole speech file for each individ-
ual speaker. At the end of training, the model consisted of
a matrix of cue-outcome connection strengths. For each en-
countered amplitude value for each spectral component, the
value of the connection strengths indicate the degree of ex-
pectation that the upcoming signal will contain each of the
various possible amplitude values for the different spectral
components.

Model evaluation
Model performance was evaluated based on two tests com-
monly used in human speech perception studies, namely the
AX and AXB discrimination tasks. The AX task is typically
used to test whether participants can discriminate sounds
(Nixon et al., 2018; Pisoni, 1973; Tomaschek, Truckenbrodt,
& Hertrich, 2013, 2015). Two sounds are presented and par-
ticipants are asked to decide whether they are the same or
different. The AXB task is typically used to test which of two
sounds (A or B) participants perceive a third, target, sound
(X) as most similar to (MacKain, Best, & Strange, 1981).
Three sounds are presented (AXB) and participants are asked
to indicate whether the second sound is most similar to the
first or third sound.

Test material We created 20-step continua for four pairs of
German vowels and four pairs of fricatives. The pairs were
produced in carrier words by the second author. Due to space
restrictions, we examine one vowel pair /i/-/y/ and one con-
sonant pair here /v/-/f/.

The vowel continua were created in Praat (Boersma &
Weenink, 2014) by synthesising intermediate steps with inter-
polated formant frequencies between the two endpoint vowels
(Winn, 2014). Vowel formants were: /i/: 280 Hz, 2400 Hz
and 2910 Hz; /y/: 270 Hz, 1545 Hz and 1940 Hz. The frica-
tive continua were created by linearly increasing/decreasing
and adding the wave forms of the two endpoints in a step-wise
manner. Visual inspection of the fricatives and intermediate
stimuli and their spectra confirmed linear change of the spec-
trum.

Finally, discrete 25ms-by-0.47 Hz spectral components
were then created for the test stimuli in the same manner as
above for the training stimuli.

AX test
A form of the AX task commonly used with infants is the
head turn paradigm (e.g. Werker & Tees, 1984). Infants hear
a string of speech sounds and are trained to turn their head
when the sound changes. Our AX test predicts the infant’s
decision to turn their head or not in this task. When the infant

hears X on the current trial after A on a previous trial, do they
respond to the change? Or, put another way, is X sufficiently
surprising to warrant a head turn?

We model the continuum endpoints as A and each of the
continuum steps as X. To determine whether X differs from
A, we calculate the degree to which X activates A. Activation
captures the amount of support from cues to a specific out-
come. Activation is calculated by summing the weights be-
tween all present cues (in this case the cues for all time steps
and mel frequency bands in the continuum step, X) to the out-
come (in this case each individual mel frequency band in the
endpoint, A). Calculating the activation individually for each
of the 104 mel frequency bands in the endpoint stimulus (A)
also allows us to generate predictions about which spectral
frequencies are most important for discrimination.

AXB test
Our AXB test simulates performance in a two-alternative
forced-choice task. The continuum steps represent the test
items, X, and the endpoints represent the alternative choices
A and B. For each mel frequency band, we determined
whether activation was higher for the left or right endpoint
stimulus (A or B). We then summed the number of winning
frequency bands for each endpoint to get the probability of
an A versus B response. The categorisation plots in Figure
1 (right panels) show the percentage of mel frequency bands
with higher activation for A than B along the continuum.

Results
Model results were analysed using generalised additive mixed
modelling (GAMM; Lin & Zhang, 1999; Wood, 2017). For
the AX test, a Gaussian GAMM of activation was modelled
with smooths of continuum step, spectral frequency and their
interaction. For the AXB test, a binomial GAMM modelled
endpoint stimulus selection (A vs. B) with a smooth of con-
tinuum step. Both models included random intercepts for
speakers.

Figure 1 illustrates the GAMM model results for the vow-
els (top row) and fricatives (bottom row). The left two
columns show the estimated effect of the interaction between
continuum step (x-axis) and spectral frequency (mel/Hz; y-
axis) on the activation of the left endpoint stimulus (left pan-
els) and right endpoint stimulus (centre panels). Activation is
shown on the z-axis and is colour-coded from cool to warm
colours: dark blue represents low activation; green, medium;
yellow, high activation. The right column illustrates the prob-
ability (y-axis) of selecting the left endpoint point stimulus in
the AXB classification test for each step along the continuum
(x-axis). Y-axis values were back-transformed from logit to
probabilities.

In the model of the /i/ vowel (top left), in spectral frequen-
cies between ∼1000 Hz and ∼3300 Hz, activation is high at
the left of the continuum close to the target, /i/, and decreases
towards the competitor, /y/. The inverse pattern occurs for
the /y/ vowel (top centre). The further away the test stimu-
lus is from the target, the lower the activation. The frequency
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Figure 1: Results of model evaluation tests: AX (left and centre panels) and AXB (right panel) for vowel (/i/-/y/; top row) and
fricative discrimination (/v/-/f/; bottom row.). Y-axis shows mel in black and Hertz in white.

bands with the greatest changes in activation correspond to
the second and third formants, with higher and lower fre-
quency ranges much less affected. Note that the pattern of
activation is characterised by low activation in parts of the
spectrum that support the competitor vowel (blue areas). This
suggests unlearning of cues that do not predict the target out-
come. The AXB test for the vowels shows an almost linear
discrimination of the /i/-/y/ vowels.

For the consonants /v/-/f/, the biggest change in activa-
tion between target and competitor is below 500 Hz, i.e. the
frequency band that represents the changes in fricative voic-
ing. As with the vowels, activation is high at the target end
and low at the competitor end of the continuum, suggesting
unlearning of cues for a given target.

The AXB test for the /v/-/f/ contrast (bottom right panel)
shows a sigmoidal classification function. This nonlinear
change over the continuum is typical of consonant discrim-
ination. While we do not have space to present them here in
full, the other consonants and vowels tested showed a simi-
lar general pattern: relatively linear categorisation function of
vowels and non-linear categorisation for consonants.

It is worth noting here again that, due to the discretisation
of cues and outcomes, the model does not have a representa-

tion of the acoustic similarity or dissimilarity of the stimuli.
The change in activation across the continuum emerges from
the degree to which each continuum step activates the end-
point stimulus, not due to similarity per se. The activation
in turn comes from the degree to which the various acoustic
cues predicted one another during training. This allows the
model to develop a nonlinear change over the continuum, as
well as an asymmetry between the left and right target stim-
uli, despite linear acoustic change.

Discussion
The present study investigated an alternative account for how
early first language speech sound acquisition could occur
without assuming innate knowledge of phonological units,
such as phonemes or phonetic features. We modelled speech
sound aquisition as discriminative, error-driven learning of
the acoustic speech signal. After training with incoming spec-
tral amplitude components predicting upcoming spectral am-
plitude components from a corpus of spontaneous speech, the
model simulated discrimination between speech tokens in a
way that mimics human behaviour in perceptual tasks, such
as infants’ head-turn decisions in the head turn paradigm.

An aspect of the results that is worth highlighting is that



the discrimination – that is, the changes in activation across
the continuum – occurs in the expected spectral frequency
ranges. For vowels, the greatest effects were in the range
∼1000 Hz and ∼3300 Hz, the frequency range of the second
and third vowel formants. Lip rounding (in the vowel /y/)
lowers the formant frequencies (relative to /i/). For the frica-
tives, the greatest effects were at the lowest spectral frequen-
cies, corresponding to the presence (in /v/) versus absence of
voicing (in /f/). The emergence of differential activation pat-
terns depending on the sound pair being discriminated sug-
gests that the model learned which cues were important for
discrimination for different speech sounds and, importantly,
also unlearned cues that were not predictive.

A prediction that falls naturally out of the model is that
changes in consonants and vowels are perceived differently.
The AXB discrimination task showed a nonlinear sigmoidal
function for the consonants, with relatively poor within-
category discrimination, while vowels showed a more contin-
uous, linear discrimination. The tendency for consonants to
show sharper discrimination than vowels has been observed
in human speech sound perception (Pisoni, 1973), although
the effect has been found to be task dependent (Gerrits &
Schouten, 2004; Massaro & Cohen, 1983). This may seem a
surprising result, as neither the training nor the test involved
any top-down identification of units of speech of any kind,
including distinctions between consonants and vowels. Ex-
actly how the model achieves this requires further investi-
gation. One possibility is that due to coarticulation, grad-
ual changes in spectral frequency during training developed
relatively high expectations of encountering slightly differ-
ent vowel formants. On the other hand, the cues in voiceless
fricatives may have been poor predictors of voiced fricatives
in training. Interestingly, there is an asymmetry between tar-
gets in the fricative results (comparing the left vs. centre pan-
els), such that voiced fricatives are better predictors of voice-
less fricatives than vice versa. This may be due to voiceless
or final devoiced consonants in which the initial portion of the
consonant has spillover voicing from the preceding vowel.

One question is whether the results really stem from learn-
ing the predictive relationship between cues and outcomes
during the training phase and not simply from, for example,
changes in acoustics across the continuum. The latter expla-
nation seems unlikely for at least two reasons. Firstly, the
acoustic changes are linear - changes occur in equal steps
across the continuum. However, the model’s predicted per-
ceptual changes are nonlinear, at least in the case of the con-
sonants. And secondly, activation patterns in the left and right
endpoint stimuli are asymmetrical. Given that the acoustic
differences are equal, if the model perception were acous-
tic only, we would expect the endpoints to be the inverse of
each other. This asymmetry in the activations suggests an
asymmetry in the cue-outcome weights. This suggests that
the model has learned the informative cues and unlearned
or downweighted cues that are predictive of competing out-
comes.

In his review of current models of speech sound and word
learning, Räsänen (2012) concludes that without assuming in-
nate phonetic knowledge, learning words is possible if the
speech signal is represented acoustically, as sequences of
spectral features. However, models that first learn phone-
like units and then learn words from phone sequences have
had only limited success. The present study demonstrates a
method for learning speech sounds acoustically without as-
suming phone-like units. At the same time, the model avoids
some of the issues that statistical clustering models face.

Our aim here was to model the first few months of life,
when even the passive vocabulary is minimal. At this age,
due to the small or non-existent lexicon, infants presumably
do not learn speech sounds by discriminating between lexical
items. We propose instead that infants discriminate impor-
tant events in the world based on any perceivable cues in the
environment. In this study, we focused on the speech signal
as both cues and outcomes. However, it is most likely that
learning is multimodal, incorporating all available perceptual
cues. As infants grow older, they also become better at us-
ing acoustic cues to predict events in the world other than
the acoustic signal itself, such as feeding, social interactions,
the appearance of important people, objects, foods, toys and
so on - that is, they ‘learn words’. Infants as young as six
months have been shown to recognise many common words
(Bergelson & Swingley, 2012). As the lexicon develops, lex-
ical/semantic outcomes are likely to also become important
outcomes that play a role in further developing discrimina-
tion of speech sounds. Further research is needed to incorpo-
rate other sensory modalities and the role of the developing
lexicon.

In summary, the present study provides an alternative to
statistical clustering models as an account of the first few
months of speech sound acquisition. At the heart of the model
is the idea that infants (and people generally) use currently
available sensory information to predict important upcoming
events in the world. Through feedback from prediction error,
infants learn which acoustic cues are predictive of upcom-
ing signal and which cues can be ignored. After training,
the model was able to discriminate between speech sounds in
ways very similar to human listeners. Furthermore, the model
captured the specific spectral frequency ranges relevant to the
sound pair in question.
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La Faculté des Lettres El Jadida, 6, 51–70.

Nixon, J. S. (2020). Of mice and men: speech acquisition
as discriminative learning from prediction error, not just
statistical tracking. Cognition, 197, 104081.

Nixon, J. S., Boll-Avetisyan, N., Lentz, T. O., van Ommen,
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